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Abstract—A novel depth from defocus (DFD) measurement system is presented, where the extension of the measurement range is performed using an emergent technology based on liquid lenses. A suitable set of different focal lengths, obtained by properly changing the liquid lens supply voltage, provides multiple camera settings without duplicating the system elements or using moving parts. A simple and compact setup, with a single camera/illuminator coaxial assembly, is obtained. The measurement is based on an active DFD technique using modulation measurement profilometry for the estimation of the contrast at each image point as a function of the depth range. Two different measurement methods are proposed, both based on a combination of multiple contrast curves, each derived at a specific focal length. In the first method (intensity contrast method), the depth information is recovered directly from the contrast curves, whereas in the second (differential contrast method), the depth is measured using contrast curve pairs. We obtained a measurement σ₀ of 0.55 mm over a depth range of 60 mm with the intensity contrast method (0.92% of the total range) and an σ₀ of 0.76 mm over a depth range of 135 mm with the differential contrast method (0.56% of the total range). Thus, the intensity contrast method is within the state-of-the-art DFD systems, whereas the differential contrast method allows, σ₀ being almost equal, a remarkable extension of the depth range.

Index Terms—Calibration, image edge analysis, image processing, lenses, phase modulation, shape measurement.

I. INTRODUCTION

3-D PROFILOMETRY plays a fundamental role in a number of applications, such as automated inspection manufacturing, reverse engineering, virtual reality, cultural heritage, and medicine [1]–[5]. A number of measuring systems were developed to measure 3-D shapes, including stereo vision [6], [7]. Active stereo vision is of major interest due to its robustness and accuracy: a number of layouts based on the projection of structured patterns were studied and engineered over the years, leading to a wide offer of market available devices. However, the optical triangulation layout requires a point to be visible in two angles, leading to occlusions, which remains a challenging problem for complex objects.

Monocular systems based on pseudo-stereo layouts [8], [9] and coaxial 3-D measurement techniques remove this limitation. Among them, systems based on depth from defocus (DFD) methods are being widely studied [10], [11]. A considerable number of measurement setups were proposed over the years, based on both passive and active illumination. Passive systems rely on the scene illumination, and derive the depth information from the analysis of the contrast of the image edges. They are attractive in terms of simplicity of the optical layout; however, they require that the scene is suitably illuminated and sufficiently texturized [12]. In addition, the processing is computationally complex [13]. Active DFD systems overcome these limitations: structured light patterns are projected on the scene, and the depth information is retrieved by analyzing the contrast changes exhibited by the patterns associated with the local depth variations [14]. In [15] and [16], sinusoidal pattern projection was proposed, combined to modulation measuring profilometry (MMP) to obtain the contrast curves. Through calibration, contrast curves can be correlated with depth information.

Both passive and active DFD systems inherently suffer from a limited measurement range: in fact, due to the “bell-like” shape of the contrast curves, it is impossible to distinguish whether the defocus plane is in front or behind the in-focus plane. Thus, only one half of the contrast curves can be used to obtain unambiguous depth measurements. In the literature, the extension of the measurement range is achieved by duplicating either the projection or the acquisition system devices.

For example, in [17], two cameras acquire different contrast curves, and the monotonic rising side of the former is combined with the monotonic falling side of the latter to extend the measurement range. An alternative approach is proposed in [18] and [19], where two sinusoidal gratings oriented perpendicularly to each other are projected on the scene and imaged on a single camera. The gratings are focused at different distances from the lens image plane, resulting in a pair of partially overlapped contrast curves. As in [17], the monotonic sides of the two contrast curves are used to compute the depth information. The above-mentioned methods yield the maximum measurement ranges of about 70 mm, with depth errors from 0.7% to 1.6% of the range. An alternative approach to the extension of the depth range is represented by time-multiplexing some of the optical components of the measurement system, in the projection and/or detection scheme. One of the possible solutions is using motor-driven optical zooms in the camera or in the projector, which replace the multicamera or multipattern approach, as proposed in [20].

In this paper, a novel DFD measurement system is presented, where the extension of the measurement range is
performed using an emergent technology based on liquid lenses. This technology is gaining increased attention in many fields, due to the ability to vary the camera lens focal length without moving any part [21], [22]. Hence, compact, robust, and miniaturized systems can be designed, suitable for a number of applications such as confocal microscopy [23], vibrometry [24], astronomy [25], medicine [26], [27], and security [28].

In our system, a suitable set of different focal lengths, obtained by properly changing the liquid lens supply voltage, provides multiple camera settings without duplicating the system elements or using moving parts. For each camera setting, a single contrast curve is obtained over the corresponding depth range. A suitable combination of multiple contrast curves is proposed to extend the measurement range and to improve the measurement performances with respect to the state of the art. In particular, two measurement methods were designed: the former, called intensity contrast method (ICM), uses at least two contrast curves covering two adjacent depth subranges and measures the depth information based on the intensity values of the contrast. The latter, called differential contrast method (DCM), uses the contrast curves in pairs and combines each pair in a single differential function; the availability of multiple contrast curves allows defining a suitable number of differential functions, each covering adjacent depth ranges; the depth measurement is carried out using the values of these differential functions.

The research activity focused on the design of the coaxial system optical layout, the characterization of the variable focus objective used in the system, the implementation of the MMP method as presented in [15] and [16] for the achievement of the contrast curves, the calibration of the system to obtain the relation between the contrast focus-dependent curves versus the depth information, the implementation of both ICM and DCM methods, and the experimental characterization of the system measurement performances.

II. MEASUREMENT PRINCIPLE

The measurement principle is based on the estimation of the blur level of the acquired image. The defocus principle is shown in Fig. 1, where the thin lens approximation is considered.

Point \( P_1(x_P, y_P) \) is an object point at distance \( S_{P1} \) from the lens \( L \), having a focal length \( F \). Its conjugate in-focus point \( P'(i_P, j_P) \) on the image plane is located at distance \( U \) from the lens, according to the well-known lens maker equation

\[
\frac{1}{F} = \frac{1}{S_{P1}} + \frac{1}{U}. \quad (1)
\]

When \( P_1 \) moves to \( P \), at distance \( S_P \) from \( L \), its image at distance \( U \) blurs in a circle of confusion of diameter \( d \). Using the optical geometry and (1), diameter \( d \) can be expressed as a function of the system parameters [29]

\[
d = U \cdot D \cdot \left( \frac{1}{F} - \frac{1}{S_P} - \frac{1}{U} \right). \quad (2)
\]

where \( D \) is the lens diameter.

The intensity distribution within the blur circle can be described by a point-spread function \( h \). Taking into account the effects of diffraction, chromatic aberration, and other effects, \( h \) is usually approximated by a 2-D Gaussian function [30]

\[
h(i, j) = \frac{1}{2\pi \sigma^2} \exp \left( -\frac{i^2 + j^2}{2\sigma^2} \right). \quad (3)
\]

where \((i, j)\) are the image plane coordinates relative to the circle of confusion center, and \( \sigma \) is the spread parameter, directly proportional to the circle of confusion diameter \( d \)

\[
\sigma = k \cdot d. \quad (4)
\]

The proportionality constant \( k \) is characteristic of the optical system and is determined by an appropriate calibration procedure [31]. Thus, the combination of (4) and (2) yields the measurement of depth \( S_P \). To measure \( \sigma \), we use an active method based on MMP [32]. If a sinusoidal pattern is projected on the scene, the in-focus light intensity distribution \( I_f(i, j) \) at the image plane can be expressed as follows:

\[
I_f(i, j) = I_0(i, j) \cdot B(i, j) \cdot \{1 + C_0(i, j) \cdot \cos[\omega_U \cdot i + \phi_0(i, j)]\}. \quad (5)
\]

In (5), \( I_0(i, j) \) is the background intensity, \( B(i, j) \) is the surface brightness, \( C_0(i, j) \) is the in-focus contrast of the projected fringes, \( \omega_U \) is the fringe frequency at the image plane, and \( \phi_0(i, j) \) is the fringe phase. The out-of-focus light intensity distribution \( I_d(i, j) \) can be expressed by the convolution between \( I_f(i, j) \) and \( h(i, j) \) as [30]

\[
I_d(i, j) = I_f(i, j) * h(i, j). \quad (6)
\]

Inserting expressions (5) and (3) into (6), the defocused image \( I_d(i, j) \) results

\[
I_d(i, j) = I_0(i, j) \cdot B(i, j) \cdot \{1 + C(i, j) \cdot \cos[\omega_U \cdot i + \phi_0(i, j)]\}. \quad (7)
\]

where \( C(i, j) \) is the fringe contrast map defined as

\[
C(i, j) = C_0(i, j) \cdot e^{-\frac{1}{2} \left( \frac{\omega_U}{2\pi} \right)^2 \sigma^2}. \quad (8)
\]

From (8), we note that the contrast map \( C(i, j) \) depends on diameter \( d \); the measurement of depth \( S_P \) is therefore possible by measuring \( C(i_P, j_P) \).
In the figure, we note that the peak of the curves moves toward increasing depths as the focal length $F_r$ increases. In addition, higher $F_r$ values result in increased curve widths (i.e., higher depths of field).

Extending the depth range with the aid of the set of $C_r$ curves in Fig. 2 requires the following: 1) the monotonicity of each curve in the selected range and 2) a sufficiently high slope of each curve to ensure adequate measurement sensitivity. The choice of an appropriate slope is a tradeoff between the measurement sensitivity and the measurement range: the higher the slope of a contrast curve, the higher the sensitivity, but the lower the depth range covered. As an example, curves $C_1$ and $C_7$ in Fig. 2 fulfill these requirements, allowing unambiguous measurements over a range from 90 to 219 mm (i.e., the positions of the curve maxima). This method, which uses the $C_r$ curves “per se,” was defined as “Intensity Contrast Method” (ICM).

Another method, alternative to ICM, consists in introducing an additional set of curves, derived from the $C_r$ curves, defined as follows:

$$Q_m^l = \frac{C_l - C_m}{C_l + C_m}.$$  \hspace{1cm} (10)

In (10), $C_l$ and $C_m$ are any pair of curves among the $C_r$ curves in Fig. 2. $Q_m^l$, by definition, are monotonic: their value ranges between $-1$ and $+1$, being zero when $C_l$ and $C_m$ have the same nonzero value, and $\pm 1$ when one of them is zero. Fig. 3 shows a set of $Q_m^l$ curves. From the figure, it is evident how the curve $Q_6^l$ obtained by combining $C_6$ and $C_5$, could, alone, cover the entire measurement range from 87 to 227 mm. In fact, beyond being monotonic, it does not saturate. However, its slope is not optimal for high sensitivity measurements, except for the central portion. Thus, the combined use of all the four curves was thought to be strategic, to optimize the sensitivity over the whole depth range. Each curve should be used only in its highest slope portion, with the assumption that each couple of neighboring curves is overlapped. The measurement method based on the use of the $Q_m^l$ curves was defined as “Differential Contrast Method” (DCM).

In the following section, we present the optical layout of the measurement system, and discuss the ICM and DCM measurement approaches.

III. EXPERIMENTAL SETUP

A. Optical Layout

The optical layout of the whole system is shown in Fig. 4. It consists of a projection system and of an acquisition system. The former is an LCD projector equipped with a telecentric objective. The LCD generates Ronchi fringes at a spatial frequency $\omega_S$ used in the phase-shift procedure, according to (9).

$$C(i, j) = \frac{2\sqrt{\sum_{n=0}^{N-1} I_{d,n}(i, j) \cdot \sin \left(\frac{2\pi n}{N}\right)^2 + \sum_{n=0}^{N-1} I_{d,n}(i, j) \cdot \cos \left(\frac{2\pi n}{N}\right)^2}}{\sum_{n=0}^{N-1} I_{d,n}(i, j)}$$ \hspace{1cm} (9)
The latter is a camera equipped with a variable focus objective: it is an *Ids UI-1540SE*, with a resolution of $1280 \times 1024$ pixels and with a pixel size of 5.2 $\mu$m. The variable focus objective is a *Varioptic Caspian C-39N0* with a focal length of 16 mm and a diameter D of 11 mm. It contains a *Varioptic Artic 39N0*, variable-focus liquid lens, with minimum and maximum optical powers of $-15$ and $+27$ diopters, respectively, controllable by varying its supply voltage from 25 V (minimum optical power) to 70 V (maximum optical power). The *Varioptic Artic 39N0* is thus a combination of fixed lenses and of the liquid lens *Varioptic Artic 39N0*.

To avoid the typical problems of triangulating systems, such as the presence of occlusions and shadows, the projection and the acquisition sections are made coaxial by means of a beam splitter placed after them. The beam splitter deviates the optical rays projected by the LCD and diffused by the object toward the camera. Due to telecentric projection, the frequency $\omega_U$ of the fringes at the image plane depends only on the camera magnification

$$\omega_U = \omega_S \cdot \frac{S_P}{U}. \quad (11)$$

The period of the projected Ronchi fringes is 2 mm, corresponding to $\omega_S = 0.5$ mm$^{-1}$. This is the minimum fringe period achievable with the projector used in our setup. A higher spatial frequency should further improve the system performances, care being taken for the limits due to the camera image resolution.

The image plane distance $U$ is 16 mm, and the object distance $S_P$ ranges from 87 to 227 mm. To obtain sinusoidal fringes (required for the measurement procedure) from Ronchi fringes, a low-pass filter is applied on the acquired images, with a cutoff frequency optimized to isolate the first harmonic pattern.

### B. Implementation of the ICM and DCM Approaches

The ICM and DCM methods were performed in two steps: 1) calibration and 2) measurement. Calibration consists of finding the relation among each object point position $S_P$, the focal length $F$, and the contrast curves $C_r(i_P, j_P)$ over the whole measurement range. To this aim, a white target plane was positioned at a known distance from the objective. Then, the objective focal length was set at a given value $F_r$. Then a series of images was taken by projecting the phase-shifted fringes on the target and the contrast $C_r$ was computed according to (9). The procedure was repeated for a suitable number of focal lengths, by varying the liquid lens voltage control. The position of the plane was then changed to cover the whole measurement range at equal steps, and the above procedure was repeated at each position. As a result of this first step, a set of calibration $C_r$ curves was obtained. Using the criteria described in Section II, suitable combinations of $C_r$ and $Q_{l,m}^m$ curves were selected for the ICM and the DCM approaches, respectively.

The measurement step consists in the evaluation of the unknown object position $S_P$ using the information derived from calibration. To this aim, the objective focal length $F$ was set to each selected value $F_r$, the phase-shifted pattern sequence was projected on the object, and the corresponding measured contrast $C_{r,\text{meas}}(i_P, j_P)$ was computed according to (9). In the ICM method, the corresponding calibration $C_r$ curve was inverted and the depth $S_P$ was retrieved by evaluating it for $C_r = C_{r,\text{meas}}$; in the DCM method, $Q_{l,m}^m$ was computed and the corresponding calibration $Q_{l,m}^m$ curve was inverted and evaluated for $Q_{l,\text{meas}}^m$.

## IV. EXPERIMENTAL RESULTS

### A. Characterization of the CASPIAN C-39N0-16 Module

To accurately determine the relation between the applied voltage and the optical power of the objective, the objective-camera combination was initially characterized. For this purpose, the following iterative procedure was performed. A plane perpendicular to the optical axis was set at a given distance from the objective, and the corresponding image was acquired by the camera. The focal length $F$, required to focus the image, was computed using (1). The procedure was repeated for a convenient number of positions of the object plane ranging from 87 to 227 mm in steps of 10 mm. The value of $U$ in (1) was 16 mm.

The results of the characterization procedure are shown in Fig. 5: the values of the optical power $OP$ (left vertical scale) and of the focal length $F$ (right vertical scale) are displayed as a function of the voltage applied to the liquid lens (lower horizontal scale) and of the position of the target plane (upper horizontal scale).
From the figure, we note that both $OP$ and $F$ curves are fairly linear throughout the voltage range, the relation between the applied voltage and the optical power being

$$OP = m \cdot \text{Voltage} + q$$  \hspace{1cm} (12)$$

where $m = 50.52 \times 10^{-2}$ diopters/V and $q = 39.69$ diopters.

**B. Calibration Procedure**

The calibration procedure is aimed at deriving the $Cr$ curves at known $SP$ positions. As an example, Fig. 6(a) shows the experimental contrast values evaluated at image point (100, 100), for $SP = 159.5$ mm, each value belonging to a specific $Cr$ curve for focal lengths $F_r$ from 13.32 to 15.40 mm and at steps corresponding to voltage variations of 1 V.

Fig. 6(b) shows three sample images of a fringe pattern, taken at focal lengths $F_1 = 14.08$, $F_2 = 14.49$, and $F_3 = 14.71$ mm, and corresponding to positions 1, 2, and 3 in Fig. 6(a). Position 2 represents the in-focus condition, whereas positions 1 and 3 represent two out-of-focus conditions.

The acquisition of $Cr$ values over the entire depth range from 87 to 227 mm, in steps of 2.5 mm results in a large set of calibration curves. A subset of them is illustrated in Fig. 7, for the same values $F_r$ of focal length $F$ used to calculate the theoretical curves of Fig. 2. Increasing the focal length, the curve width increases (i.e., the depth of field increases), as expected. Theoretical and experimental curves fit for a value of the parameter $k$ in (4) equal to 1.06, with the following differences: 1) the decreasing peak values of the experimental curves at increasing $F_r$ values (due to the nontelecentric nature of the camera lens) and 2) the presence of noise in the measured contrast, which is particularly critical for low-contrast values [37].

**C. ICM Experimental Approach**

The requirements to obtain a pair of curves to be used for unambiguous evaluation of the distance from contrast curves using ICM were described in Section II. We applied these requirements for the set of experimental curves of Fig. 7. As already stated, a difference between the experimental and theoretical curves is the presence of noise. To avoid it,
a threshold contrast value is required (in our case we used a threshold of 0.18). The insertion of a threshold results in the possibility that two curves above threshold do not entirely overlap. A further requirement is necessary in addition to the two discussed in Section II, i.e., each curve pair should be at least partially overlapped above the selected contrast threshold to avoid “holes” in the depth range. Referring to Fig. 7 again, the curve pair overlapping at contrast values \( C_r > 0.18 \) is represented by curves \( C_1 \) and \( C_6 \), corresponding to a depth range from 90 mm (peak position of \( C_1 \)) to 155 mm (peak position of \( C_6 \)).

For each image point, depth measurement was carried out by applying the measurement procedure described in Section II for \( F_1 \) and \( F_6 \). Depth values \( S_P \) were evaluated only for image points corresponding to measured contrast values greater than the threshold. Two depth maps \( S_1(i, j) \) and \( S_6(i, j) \) were obtained, complementary to each other, with the exception of points \((i, j)\), where both \( C_1(i, j) \) and \( C_6(i, j) \) were above threshold. In these cases, the mean value between the elements in the two maps was taken as the estimate of depth.

1) ICM Performances: The measurement performances were evaluated using a plane surface mounted on an automatically controlled slit oriented along the system optical axis, and evaluating depth maps \( S_1 \) and \( S_6 \) at known positions \( S_N \) in the selected depth range. The results are shown in Fig. 8, where full diamonds and bars (left vertical scale) represent the average \( S_M \) values with their standard deviations, as a function of the known \( S_N \) values. Full dots (right vertical scale) represent the residuals \( \epsilon \), i.e., the differences between the means of the measured points and the nominal object plane position. The solid line is the bisecting line. The residuals have a pivot-like trend with respect to an object position of about 123 mm. This is certainly attributable to underestimation of the results (before the pivot, where \( C_1 \) curve is used) and overestimation of the results (after the pivot, where curve \( C_6 \) is used).

The \( \sigma_0 \) of the ICM method was computed with a linear regression on all the measured points. The linearity of the measurements over the selected range is excellent \( (R^2 = 0.9994) \) and the results of \( \sigma_0 = 0.55 \text{ mm} \) over a depth range of about 60 mm, which corresponds to the 0.92% of the range, are very encouraging, being comparable with the state-of-the-art DFD systems.

D. DCM Experimental Approach

The application of the two criteria stated in Section II (derived from a theoretical standpoint) and the third criteria introduced in the previous section (due to the insertion of a contrast threshold) results in the choice of the curves \( Q^m \) shown in Fig. 9; these are computed by combining the contrast curves in Fig. 7. Comparing Figs. 3 and 9 shows that, in the experimental situation, curves \( Q^m \) present abrupt discontinuities due to the contrast threshold used to avoid noise contribution. This behavior is not critical for the choice of the

![Fig. 8. Plot of the mean values of the measured positions \( S_M \) ( • symbols, left vertical scale) with their standard deviations (bars), and of the corresponding residuals \( \epsilon \) ( • symbols, dashed line, right vertical scale) as a function of the nominal object position \( S_N \), resulting from the ICM approach. The solid line is the bisecting line. Dashed arrows indicate the reference vertical axis of each line.](image)

![Fig. 9. Set of the experimental \( Q^m \) curves used to measure the object positions using the DCM approach. \( F_1 = 13.60 \text{ mm}; F_3 = 13.88 \text{ mm}; F_4 = 13.98 \text{ mm}; F_5 = 14.29 \text{ mm}; F_6 = 14.60 \text{ mm}; F_7 = 14.93 \text{ mm.} \)](image)

![Fig. 10. Plot of the mean values of the measured positions \( S_M \) ( • symbols, left vertical scale) with their standard deviations (bars), and of the residuals \( \epsilon \) ( • symbols, dashed line, right vertical scale) as a function of the nominal object position \( S_N \), resulting from the DCM approach. The solid line is the bisecting line. Dashed arrows indicate the reference vertical axis of each line.](image)
measurement range, as four curves can be used to extend the depth range from 87 to 222 mm.

The depth measurement was carried out for each image point by applying the measurement procedure described in Section II for $F_1$, $F_3$, $F_5$, $F_6$, and $F_7$. Four depth maps were obtained, namely, $S_{14}$, $S_{35}$, $S_{56}$, and $S_{67}$, the depth of each point $(i, j)$ being computed in at least one map. The average over corresponding values in the four maps was taken as the measurement of the depth of point $(i, j)$.

1) DCM Performances: The measurement performances of DCM were evaluated with the same experimental setup used for the ICM method. The results are shown in Fig. 10: full diamonds (left vertical scale) and bars represent the average $S_M$ values with their standard deviations, as a function of known $S_N$ values. Full dots (right vertical scale) represent the residuals $\epsilon$, i.e., the difference between the mean of the measured points at each object plane position, and its nominal position. Again, the solid line is the bisecting line. Compared to the residuals in Fig. 8, here the residuals are uniform in the whole measurement range, apart from a negative peak around $S_N = 155$ mm. This is explainable, in the present setup, by observing curve $Q_5^B$ in Fig. 9. Indeed this curve is the most irregular of the set of Q-Curves, with a small dip corresponding to the point of maximum residual value.

$\sigma_0$ was computed as in the ICM method, i.e., with a linear regression over all the measured points. As in the ICM, the results obtained with the DCM method show excellent linearity over the whole measurement range ($R^2 = 0.9997$). The DCM method resulted in $\sigma_0 = 0.76$ mm over a depth range of about 135 mm, which corresponds to the 0.56% of the range. Even if, with the DCM method, $\sigma_0$ slightly increases with respect to the ICM method, there is a much higher benefit from the increase in the depth range, which is more than twice as large as in ICM. Theoretically, the measurement range of the DCM method can be expanded at will, selecting the liquid lens focal lengths, within the limit of telecentric projection.

A real object measured with the DCM method is shown in Fig. 11(a). A concentric bicylindrical object, composed of a filled baseline and a superimposed hollow cylinder, was used. Depth dimensions were 18 mm for the baseline, and 28 mm for the hollow cylinder. The object was placed at different positions within the measurement range of Fig. 9. The object was almost orthogonal to the optical axis. Fig. 11(b) shows a 3-D measurement of the object, placed so that its baseline corresponded to 207 mm from the lens, processed using curves.
$Q_0^5$ and $Q_0^5$ in Fig. 9, and reconstructed using the Software Polyworks. Fig. 11(c) shows the profile of a single section, as a function of its lateral dimension.

Repeated measurements on the same section of the object, with the object placed at arbitrary positions within the measurement range, yielded the results shown in Table I. The depth values for both the surfaces resulted to be consistent with the nominal values.

It is worth noting that all the measurements shown have been taken using a test-bench object, i.e., a bicylinder, with well-defined upper and lower surfaces. Measurements were performed by keeping the object axis quasi parallel to the optical axis. The performance of the system resulted as described for angles up to $\pm 10^\circ$. Beyond these limits, the residuals increased slightly for the lower plane because of the shadowing caused by the straight cylinder walls. Objects with soft surfaces performed quite the same irrespective of their orientation in space.

### Table I

<table>
<thead>
<tr>
<th># of meas.</th>
<th>Baseline = 207 mm</th>
<th>Baseline = 187 mm</th>
<th>Baseline = 167 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18.66±0.78</td>
<td>46.19±0.56</td>
<td>18.52±0.65</td>
</tr>
<tr>
<td>2</td>
<td>18.70±0.76</td>
<td>46.10±0.60</td>
<td>18.47±0.68</td>
</tr>
<tr>
<td>3</td>
<td>18.74±0.65</td>
<td>46.15±0.72</td>
<td>18.48±0.73</td>
</tr>
<tr>
<td>4</td>
<td>18.70±0.75</td>
<td>46.19±0.65</td>
<td>18.43±0.66</td>
</tr>
<tr>
<td>5</td>
<td>18.55±0.79</td>
<td>46.17±0.50</td>
<td>18.55±0.73</td>
</tr>
</tbody>
</table>

(0.56% of the range). Both the methods provided excellent linearity and negligible systematic errors, in line or better, with respect to the state of the art in the DFD measurement; however, the DCM method resulted in a much higher depth range than the existing systems in the literature.

The limitations of the setup, in the present version, are an increase in the measurement residuals for objects with sharp edges for inclinations above $\pm 10^\circ$, and the somewhat arbitrary choice of the Q-Curves to be used in the DCM method. We are actually working to fix the former limitation by means of additional image elaboration algorithms, and the latter limitation by using an optimization routine able to optimize the choice of the Q-curves to automate the measurement.
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